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Abstract 

Advances in the design of keystream generator using swarm intelligence techniques are 

reported.In this paper particle swarm optimization algorithm for generating random keystream 

with large complexity is presented. Particle swarm technique is adapted to locate the 

requirements(larg period ,larg linear complexity, good randomness and high order of 

correlation immunity). The definitions for some cryptographic properties are generalized, 

providing a measure suitable for use fitness function in a particle swarm algorithm, seeking 

randomness that satisfy both correlation immunity and the large linear complexity. Results are 

presented demonstrating the effectiveness of the proposed method.  

 

Keywords: Particle Swarm Optimization, Stream Cipher, Keystream Generator, Randomness, 

and Linear Complexity. 

 

  الخلاصة

 ةكیذود الشمفاتیح انسیابي باستخدام تقنیة الح دیھدف البحث إلى تقدیم طریقة تصمیم متقدمة في أنظمة حمایة البیانات لمول     

تم تكیف  .عقید كبیرتو ةیدج ةیئواشتمتلك ع ةلتولید متتابعات مفاتیح انسیابی ةریئجد الشح ةیثلأم ةمیزخدام خوارتحیث تم اس

یدة، بعات المفتاح الانسیابي من حیث (عشوائیة جاد الجریئة لتحقیق المتطلبات العامة بمتتشدالة تقیم مناسبة لخوارزمیة ح

  . )عالیةطي كبیر، ممانعة ارتباط خبعة كبیرة، تعقید ادورة متت
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Introduction 

Protecting secret data from interception is the large problem of communication and 

computer security. It is well known that the designers and users of encryption algorithms used 

in cipher systems needed the ways to find a systematic approach in examining their ciphers 

prior to use, to ensure that they are safe from various forms of cryptoanalytical attack. [3] 

A stream cipher denotes the process of encryption where binary plaintext is encrypted one bit 

at a time. The simplest and most often used stream cipher for encrypting binary plaintext is 

where the bit at time interval t of a pseudo random sequence K(t), is combined using XOR 

(modulo two addition) with plaintext bit, P(t), at time interval t to produce the ciphertext bit at 

time interval t, denoted by C(t). The sequence K(t) is called the keystream for the stream cipher 

(See Figure 1). The encryption process can be expressed as: 

C(t) = P(t)  K(t)    (1) [7] 

Where  denotes modulo two addition. The decryption process can be expressed as: 

P(t) = C(t)  K(t)     (2) 

 

 
Figure 1: Stream Cipher 

 

It should be noted, as indicated by equations 1 and 2, that both the encryptor and 

decryptor need to able to generate the same key stream sequence K(t). The key k for the stream 
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cipher is the initial seed to start the generator. Both the encryptor and dycryptor need to process 

this key. The crypto key used for encryption is changed randomly so that the ciphertext 

produced is mathematically impossible to break. The changing of random keys will not allow 

any pattern to be repeated which would give a clue to the cracker to break the ciphertext. The 

stream cipher can be either hardware [1, 2, 4] or software [8]. It is clear, that the security of the 

stream ciphers depends entirely on the keystream generator and can be analyzed in terms of 

randomness, linear complexity, and correlation immunity [3, 7]. 

      In general there are four basic properties in designing the keystream of figure 1. [7] 

        1. The period of K(t) should be large. 

        2. The linear complexity of K(t) should be large. 

        3. The sequence K(t) should have good randomness. 

        4. The sequence K(t) should have a high order of correlation immunity. 

This paper build a new keystream generator using a new approach based on application 

of an optimization technique inspired by social behavior observable in nature, such as flocks of 

birds and schools of fish [6], the proposed approach makes use of a Particle Swarm 

Optimization (PSO) to generate keys needed for encryption. It will generate a keystream 

sequence that satisfies the general basic properties (large period, good randomness, large linear 

complexity, and high order degree of correlation immunity). 

 

Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) is a population based stochastic optimization 

technique developed by Dr. Eberhart and Dr. Kennedy in 1995 [5], inspired by social behavior 

of bird flocking or fish schooling and swarm theory.  

The basic PSO model consists of a swarm of particles, which are initialized with a 

population of random candidate solutions. They move iteratively through the d-dimension 

problem space to search for the new solutions, where the fitness, f, can be calculated as the 

certain qualities measure. Each particle has a position represented by a position-vector xi (i is 

the index of the particle), and a velocity represented by a velocity-vector vi. Each particle 

remembers its own best position so far in a vector i-th, and its d- dimensional value is pbest(pid). 
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The best position-vector among the swarm so far is then stored in a vector i-th, and its d-th 

dimensional value is gbest(pgd). During the iteration time t, the update of the velocity from the 

previous velocity to the new velocity is determined by Eq. 3. The new position is then 

determined by the sum of the previous position and the new velocity by Eq. 4. 

 

vid = w *vid + c1 *r1* (pid -xid) +c2 * r2 * (pgd -xid)                  (3) 

 

xid = xid + vid                                                                            (4) 

 

where, i =1,2,…..,N; w is the inertia weight, r1 and r2 are the random numbers, which are used 

to maintain the diversity of the population, and are uniformly distributed in the interval [0,1] 

for the d-th dimension of the i-th particle. c1 is a positive constant, called as coefficient of the 

self-recognition component; c2 is a positive constant, called as coefficient of the social 

component. From Eq. 3, a particle decides where to move next, considering its own experience, 

which is the memory of its best past position, and the experience of its most successful particle 

in the swarm. In order to guide the particles effectively in the search space, the maximum 

moving distance during one iteration must be clamped in between the maximum velocity 

[−vmax,vmax]. 

 

The Proposed Algorithm 

The following is an algorithmic description of the generating keystream sequences using 

particle swarm optimization (PSO): 

Input: Length of plaintext( denoting the particles keystream length), the algorithm parameters  

(c1, c2, w, vmax, Swarm_Size, Max_Iter). 

Output: The key having the highest fitness as found by PSO. 

Step 1: Randomly generate the initial particles (keys) and velocities to form a swarm, as 

clarified in subsection (3.1). 

Step 2: Calculate the fitness function of each of the particles (keys) as shown in subsection (3.2) 

Step 3: If the current position of the particle is better than the previous history, update 

the particles to indicate this fact. 
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Step 4: Find the best particle of the swarm. Update the positions of the particles by using 

equations 3 and 4: 

vid = w *vid + c1 *r1* (pid -xid) +c2 * r2 * (pgid -xid) 

xid = xid + vid 

Step 5: If the maximum number of iterations has exceeded or if the key with very high fitness 

value is found, then go to step 6 or else go to step 2. 

Step 6: Copy the best key obtained so far in the output key variable and exit. 

 

Representation (Initialization) 

To apply the PSO algorithm for generating a keystream sequence, a representation of 

solutions to the problem must be appropriately chosen first. The standard stream cipher uses 

the binary representation in which each solution (keystream) coded as a binary string. 

 

Fitness Function Calculation 

The objective function (fitness function) value for each sequence is calculated by 

examining the keystream. The objective function used is related to the required properties. 

Thus, the objective function calculation includes the following: 

 Since the required sequence should pass the frequency test, we check that an equal proportion 

of ones and zeros in the bit stream. 

Then: 

Error_Frequency = || 10 nn                            (5) 

 Since the required sequence should pass the binary derivative test, then this test is applied to 

the sequence by taking the overlapping two-tupels in the original bit stream, 

thus: 

01 becomes 1 

10 becomes 1 

00 becomes 0 

11 becomes 0 
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We check that an equal proportion of ones and zeros in the new bit stream. 

Then: 

Error_B-Derivative = |1)__(| 10  ncountncount                  (6) 

 Apply the change point test; by checking the change point which is the maximum difference 

between the proportions of ones including the point and the proportion of ones after the point 

is noted, thus: 

n = the total bit in the stream. 

      S [n] = the total number of ones in bit stream. 

 t = the change point. 

       S [t] = the total number of ones to bit t. 

       U[t] = n. S[t]-t. S[n] 

          M = the maximum of ABS (U [t]), for t=1…n. 

Where ABS denotes the absolute value 

Error_C-point = exp (-2M 2 /n.S[n]. (n-S[n]))                     (7) 

 Since required sequence should pass the serial test, we check the probability of a consecutive 

entry being equal or different is about the same. This will then give same level of confidence 

that each bit is independent of its predecessor i.e. from the fact that in random sequence 

n00=n01=n10=n11= n/4. 

Then: 

    |)4/()4/()4/()4/(|alError_Seri 11100100 nnnnnnnn              (8) 

 Since required sequence should pass the run test, then the run test counts the number of runs 

of ones (blocks) and runs of zeros (gaps) for each possible run length. Which is 1/2i * nr runs 

in the sequence are of length i, where nr is the number of runs in the sequence, M is maximum 

run length i, and ni is the number of runs of length i. 

Then: 
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 Furthermore, the linear complexity of a keystream sequence can be included in the objective 

function value using the BerleKamp-Massy algorithm. 

Then: 

 

Error_L_complexity = L – n / 2                                  (10) 

 

The summation error of every test is calculated, and then the objective function for 

algorithm is: 

Fitness_Function = 1 /  Error                        (11) 

Results 

The work reported in this paper has shown how one of the swarm intelligence techniques 

called (PSO) can be used to generate a keystream sequence that has (good statistical properties, 

long period, large linear complexity, and highly order degree of correlation immunity). 

During the implementation of the algorithm, the technique has different principle parameters 

(See Table 1). 

 

Table 1: Parameters selection of keystream generator 

Parameters Symbol Value 

Self confidence c1 1.5 – 2.0 

Swarm Confidence c2 1.5 – 2.0 

Inertia weight W 1.2 

Number of particles in the swarm Swarm_Size 20-40 

Maximum number of iteration Max_Iter 100-500 
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The PSO algorithm for keystream sequence generator is run a number of times for different 

parameters values has shown in Table 1. At each factor, ten runs were performed. The results 

of applying our technique (PSO) algorithm to produce a keystream sequence that satisfies 

the requirements, for the PSO components the search was terminated when maximum 

number of iteration is reached. The results of maximizing the objective function values,are 

also show. 

The algorithm performance of algorithm is applied on the sequence of length (2000-5000) bits. 

The maximum number for each iteration to find the solution is calculated. The statistical tests 

are applied for the best solution of each iteration that generated from applyed PSO algorithm to 

decide whether a sequence has passed or failed the test. So there must be a statistical values 

corresponding to truly random sequences and then set a pass mark. As an illustration, if the pass 

mark is 95%. This means that a given sequence passes the test if its value lies in the range in 

which there is exception to find 95% of all sequence. It is usual to denote the pass mark as (100-

 ), where   is called the significance level of the test. Throughout the tests that applied are 

(frequency test, binary derivative test, change point test, serial test, poker test, run test, and 

autocorrelation test). 

Table 2 gives iterations that have the best solution which passed the statistical tests. Further 

more these results passed the statistical tests were applied by Berle_Kamp Massey algorithm 

[7] for each best solution of each iteration and the solutions give the perfect linear complexity. 
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Table 2: Test results with (2000 bits, Swarm_Size = 20, Max_Iter=100) 

Run No. C1=1.5, C2=1.5 01=1.5, 02=2 01=2, 02=1.5 01=2, 02=2 Statistical Tests 
 Best Value Best Value Best Value Best Value  

1 53 80 66 64 Pass 

2 54 57 51 73 Pass 

3 92 63 89 66 Pass 

4 67 66 72 52 Pass 

5 50 34 44 83 Pass 

6 52 58 70 47 Pass 

7 61 62 72 55 Pass 

8 75 82 83 66 Pass 

9 65 74 51 80 Pass 

10 88 80 63 52 Pass 

 

This approach reduces the encryption time and also the keystream length will always increase 

in each iteration until a solution is obtained. Figure.2 shows the comparison between the times 

consuming by encryption using PSO algorithm for a keystream with varying plaintext bits 

length. 

 
Figure 2: Results for time consumed with varying plaintext bits length 
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Conclusion 

Heuristic approach to the design of cryptographiclly strong keystream have been 

presented. These pseudo random techniques provide a suitable alternative to systematic 

methods for the construction of cryptographiclly strong random key generator. From studying 

the solutions of iterations by applying our new generator and according to randomness level 

and degree of complexity, it is easy to notice that the new generator has generated a large 

number of solutions that satisfied our requirements (large period, good randomness, large linear 

complexity, and high order degree of correlation immunity). 

The algorithm is robust, since under the generation mechanism and acceptance criterion 

rules, it’s find solution that does not strongly depend on the choice of the initial state, for this 

reason it can be public. 

The best values of the PSO parameters may depend not only the problem being solved, but also 

on the type and size of instance at hand. Generally to get best results, long iterattions runs must 

be allowed. 

Designing of cryptosystem using this new approach does depend on the number of 

parameters that considered the secret key of the algorithm. Thus, that increases the complexity 

of the algorithm against the cryptanalytic attack. 
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