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Abstract

In this paper we premised an interval-valued linear fractional bounded variable programming
problem (IVLFBP), by combining the interval-valued linear fractional programming problem
(IVLFP) which is (LFP) with interval form coefficients in objective function, and linear
fractional bounded variable problem (LFBV) which is (LFP) where the constraints are linear
inequalities with bounded variables. Our method based on separating the main problem into
two linear fractional bounded variable problems (LFBVP) and depends on the primal dual
simplex algorithm. The algorithm that solves linear bounded variable programming will be
extended to solve linear fractional with bounded variables, and then we used it to solve the
interval-valued linear fractional bounded variable programming problems. We also compare

our result with the solver function in the Microsoft Excel and matlab (R2011a)

Keywords: Interval-valued function, linear fractional programming, bounded variables (lower

& upper bounds)
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Introduction

In different applications of non-linear programming, a ratio of two functions is to be
maximized or minimized. In other applications the objective function may be consist of more
than one such ratio. Ratio optimization in general is called fractional programming [1]. It has
useful applications in financial and corporate planning, production planning, health care and
hospital planning [2]. There are many economical, engineering and physical problems involve
maximization (minimization) of the ratio of two functions, for example: cost/time, profit/cost
or other quantities measuring the efficiency of the system [3]. A linear fractional
programming problem (LFP) is a special case of fractional problems (FP) which is possible
converting into linear (LFP) especially by Charnes and Cooper method [4]. Linear fractional
programming (LFP) deals with that class of mathematical programming problem in which the

relations among the variables are linear, the constraint relation must be in linear form and the
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objective function to be optimized must be a ratio of two linear functions, this field of LFP
was developed by Hungarian mathematician B. Mtros in 1960 [5]. There are several methods
to solve (LFP) such as the above-mentioned method of Charnes and Cooper in 1962[2],
"updated objective function method” derived for solving (LFP) by Bitrain and Novaes
1973[6]. The above-mentioned methods and so many other methods that we can't mention
them here dial with variables of type greater or equal to zero (= 0) [7]. While with the
modeling of practical problem in real life, it found that one or more variables x; = 0 and
constrained by (upper or lower) bound or may be by both of them, specially there are
optimization problems have probability the variables x; of the model be inexact [8]. In such
case all of the mentioned methods may fail. Beside this we discuss the problems with interval
in coefficient and bounded variable which face as in real life that’s why we try finding
another procedure takes a little of computation effort. So, in this paper we will propose a new

method for solving interval-valued linear fractional bounded variable Programming problems.

Preliminaries

Let | be the set of all bounded and closed intervals in the real numbers (R), assume that A, B €
I, then A,B will be write as A = {a:a € A} = [a*,aV] AndB = {b:b € B} = [b%,b"]
Consider the following operations on |
i) A+ B = [at,aV] + [bt, bY] = [al + bE,aV + BY] €1,
where both a%,aV € A and b%, bV € B
ii) ~A=[—aY,—a*] € I, where a,—a € A
iii) from i) and ii) we have
A — B=[al, aV]+[-bY, —bL] =[al — bY,aV — bt €1
iv) Let ke R. Then we can regard k as an interval [k, k] and then

[kal,ka’l €1 wherek >0
kA={ka:ia€A}=+ [0,0] €l where k = 0
[kaY, ka*] €l wherek <0

Definition1: Let A = [a*,aV] and B = [b%, bV] be two nonempty bounded real intervals

where a,b € R
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1) We define the multiplication as
A*B=[minimum(H) , maximum(H)], where H = {a’b%, a*b?,aVh’,aVb"}

ii) IfO ¢ [bL bY] then we can define the division as follows:

L L

al al aU aU
pU’ pL’ pU’ pL

U
AB=L21 = Iminimum(s), maximum(S)], where S = { } such that

bL bU]
w7 = o7
[bL,bU] pU’ pL
1 1
la a1 | 5751
However, we have to remember that "the quotient of two intervals is a set which may not be

{1}
{xix<1}

There are different ways to express interval division [9].

al,al]
bL,pU]

] where 0 < bt < pY and = [al, a"]

[pL,pY]

an interval”. For instance: ={xix<0ju{x:1<x}

Definition 2: consider the partial ordering < over I. Let C = [c%,cY] and D = [dt, dY] be
two closed intervals in R then we say that C < D iff ¢t < d* and ¢V < dY, now we write
C < Diff
{CL<dL ck<dt { ctandh
OR OR
cV<av { cV<d W< gy
By the above definition we can interpret the concept of optimization of interval-valued
function
Definition 3: An interval valued function is defined as f: R — 1
where R" is Euclidean space and I is the set of closed bounded intervals
(because f(x) = f(x;),(i = 1,2,...n) is closed interval in R for each x € R" ).
accorrding to the interval properities ,we denote that f(x) = [f*(x), fU(x)]
Where fL(x) < fY(x) are real valued fractional functions and x € R
I. Standard form of linear programming (LP)
Linear programming may be defined as Maximizing (Minimizing) problem and it can be
writing in a compact form as: Max.(Min.) Z = CX
S.t AX =b
X>0, b=0
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31.1,312 ...... alln
where A = : | is m X n matrix,

Am1, Amz e e amn
b E€R™ ,x = (X1,%p ...%,)" and C isa (cq,Cq..r,Cp)
I1. Standard form of linear fractional programming problem (LFP)

The formulation of linear fractional programming mathematically can be happening as

follows:
Min. (Max.)Z = cx+a
in. Max.)Z = Dt B
S.t AX=b x=0 1)

such that A = (aij)mxn ,where b = (b;)mx1 € R™ and X

= (x;) (nx1) are column vectors
¢ = (¢))1xn ,d = (d;)1xn are row vectors
a,f € R and the denominator dx + 8 # 0,
S ={x € R™ :Ax < b,x = 0} isassumed to be the feasible region.
I11. Formulation of the problem

Suppose that the following standard form of (LFP)

cx+oc
dx+p (2)

St Ax=b , x>0,

Min. z =

Now suppose that ¢ = (¢;) , d = (d,;) Where¢j,d; €I and (j = 1,2, ...,n).

we note that ch &d jU the upper bounds of the ¢; and d; respectively it means that
¢V = (¢;Y) and also dV = (d,;") and similarly we can find ¢;* & d ;* Where ¢; and d, are
scalar real numbers and then a = [at, aY] .8 = [ BE, BY]

[C1L ,C1 U]x1+[C2L ,C2 U]XZ+[C3L ,C3 U]x3 +"'+[CnL ,CnU]xn+[aL ,aU]

[dlL ,dlu]X1+[d2L ,dz U]x2+[d3L ,d3 U]X3+"'+[dnL ,dnu]xn+[,8L ,BU]

all alz e aln x1 bl
Subjectto | : ) 5>= ) xj =0,
Am1 Ama... Amn Xn bm

Where [d,*,d,"]x; + [dy", dy"|x, + [ds* , ds”]xs + -+ [BY, BU] # 0

i.,e. Minimize z =
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forall x™ = (x4, ... xp) €
X where X be the "compact feasible region" of the problem above.
But we have to note that in this type of problem it may happen that one or more variables x;

satisfy the condition 0 < [; < x; < u; where l;, u; € R, so we can rewrite (2) as follows:

PO)_ cyty
qy) dy+8 '’ (3)

Subjectto Ay = h, 0<y<u-I,
Wherelandue R, xe R*andx =y +1l ,y=cl+a,§ =dl+f and h=b — Al

Minimize z =

P(y), q(y) is interval valued linear functions as P(y) = [p*(¥),p’ )] = [c*y + y%, cVy +
1l
And q(y) = [q¥(y), gV ()] = [dEy + 6%, dVy + 6Y] and then the form (3) will be

p») _ [cty+ytcUy+yY]
IVBLFP (1) Minimize z = 900 [dEy+oLalxtal]

Subjectto Ay = h, 4)

0<y<u-I

Now introducing of an "interval-valued linear fractional programming problem" can making
by considering another type of possible "linear fractional programming problems™ as follows:
IVBLFP (2) minimize f(y) = [f'(»), fY ()],

Subjectto Ay = h, 5)

0<y<u-I
Where fL and fY are linear fractional functions (as in 3).
Theoreml: Any IVBLFP in the form IVBLFP (1) under some assumption can be converting

to the form IVBLFP (2)

W)
a)

To convert the form (4) to the form (5), we assume that 0 & q(y).

Proof: The objective function in IVBLFP (1) is equal to and q(y)# 0.

For each feasible point y we should have
0<q*M <q’( Or ¢ M=<q"()<0
Using definition (1.ii), because the denominator doesn't contain zero we can formulate the

objective function in (4) as:
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1 1
fO) =Lty +vh ey +vP 500 a5 eer) (6)

Now we can consider two cases and two possibilities states for each case as follows:
Casel: when 0< q%(y) < qY(y) , we have two possibilities:

i) When 0< p%(y) < pY(y) using definition 1.i), we have

_ eyt Uyl
f(Y) - [de+6U’[dLy+6L] (7)

. L U ] . _ cly+al cUy+al
i) When p(y) < 0 < pY(y), by definition 1.i) we have f(y) = [dLy+BL' dLy+BL] (8)

Case (2): When q*(y) < qV(y) < 0, we have two possibilities:
When 0< p*(y) < pY(y) using definition1.i), we have

cUy+aU CLy+C¥L
) = (G, ) (©)

if) When p*(y) < 0 < pY(y) using definitionl.i), we have

cUy+aU cLy+aL
) = [ ] (10)

(Note: since p*(y) < pY(y) < 0is equivalentto —p*(y) = —pY(y) = 0)

then the subcase p*(y) < pY(y) < 0 is not difficult to derive from above cases.

Now according to definition (1.i), and considering above cases, the objective function in (4)
can be formulate as in (5)

With respect to the corresponding cases which is mentioned above the require proof will be
complete

Now following [10]. We interpret the meaning of minimization in (5);

Definition 4:

y* is called to be nondominated solution of problem (5),if y* is a feasible solution
of the same problem and there exist no feasible solution y such that f(y) <
fQ*)[10].

according to this case f(y*) is said to be the nondominated objective value of f.
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Now take the following optimization problem (corresponding to problem (5)):
Min. g(y) = f*) + V() (11)
St Ay=h
0<y<u-lI
We will use the following theorem to solve problem (5) from (1)
Theorem 2: If we have y* as an optimal solution of problem (11), then y* must be a
nondominated solution of problem (5)
Proof: we note that the problem (11) and (3) has the identical feasible sets. Now assume that

y* is not a nondominated solution, Then there exist a feasible solution y such that f(y) <

L)< 1) or i) < f(y” )

f(y™) from definitionl.ii),Ji[produce that 04 < f i) A <fu(3’)

) < fi(")
fu®) < fuy")

It is also showing that f(y) < f(y*) , which is contradict with the fact that y*is an optimal
solution of (11). Hence the proof is complete.

The proposal technigue algorithm

Stepl: we consider the original problem formula as in (2)

[eal e Vs +[eal e V]xa+[esl 3V ]xz++[enl ,cnV]xn+[al V]
[dlL ,dlu]x1+[d2L ,dz U].X'Z +[d3L ,d3 U].X'3 +"‘+[dnL ,dnu]xn+[ﬁl‘ ,B U]

ai1 Ay - A\ /X1 b,
Subjectto | : : ) 5>= ) , x%,20,
Am1 Ama... Amn Xn bm

Where [dlL ,dlu]xl + [dzL ,dZU]xZ + [d3L ,d3U]x3 + -+ [ﬁL ’ﬁU] * 0

Minimize z =

Where the variables x; satisfy the condition 0 < [; < x; < u; where l;,u; € R,

Step2: Now we introduce other variables say y; such that , 0<y <w—1,
Where [; and u; € R, X€ R" and x; = y; + [;

And then the problem will be of the form (3)

Step3: According to (4) we convert the problem to the form of ratio of two interval functions

[cly+yLcUy+yY]
f&) = [aLly+6L,dUx+68U]
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Step4: Now according to the (Theorem1) the problem will of the form of function interval
f») = [t (), f*(y)] consist of linear fractional program as lower and upper bounds
Step5: use the following procedure to solve each of f*(y) and f“(y) separately

1) Multiplying the right-hand side by (-1) if it is negative

ii) Insert "slack and surplus” variable to convert the (LFBV) to the standard form

iii) Compute Z,_CgYgvalue + a and Z,_DgYgvalue +  and then P(y) = ;—:

iv) Compute A= z, * (¢; — zj1)-Z¢ * (dj — zj) Where Zj1=Cgay and Zj2=Dga

v) For Minimization "optimum basic feasible solution is attained if all A;= 0 for all non-basic

variables at their lower bound" and for (Maximization) "optimum basic feasible solution is

attained if all A;< 0 for all non-basic variables at their lower bound". if not go to next step
vi) For Maximization select most positive A; (For Minimization select most negative A;)

vii) Let y; be the non-basic variable at zero level which selected to enter the solution.

viii)  Select the intersection cell of (a;) the column of most positive A;, with the row of
minimum ratio (bj/aj), then the corresponding basic variable S; will departure.

ix) We will continue until all A;< 0 for maximization (all A;= 0 for minimization) then we
reach the optimal solution.

Numerical examples

[—3,—1]x1+[2,4]x2 +[—2,—.5]
[.5,1.5]x1 +1.5,1.5]x2+[3,5]

Example 1: Minimize z =

Subjectto:  —x; +x, < 2,
2x; + 3x, < 14,
X, —x, <5,
4<x,<6 0<x,<1,

By equation (4) the example will be

[-3x1+2x,—2,—x1+4x5—.5]
[.5x1+.5x2+3 ,1.5x1+1.5x,+5 ]

Minimize z = with the above constraint Then by the sub-case that

refer to p*(y) < pY(y) < Oisequivalentto —p(y) = —pY(y) = 0)

—3x1+2x2—2 —x1+4-x2—.5
5x14.5x5+3  1.5x;+1.5x,+5

produce that Minimize z = | ] with the above constraints also,

P-1SSN: 2222-8373
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Nowif x;=y,+4, 0y, <2, and x,=y, ,0<y,<1,

3y1+2y2 14 —y1+4y2 L U
Then Minimize = [ .5y1+.5y,+5 15y1+1 5y2+11] [f (}/) f (y)]

SUbJeCttO 'y1+y2S6,2y1+3y2S6, Y1 _y2S1,
Where 0<y;<2 ,0<5y,<1,

Such that fL(y) = X271 gy fU(y) = 2tdyemts

-5371"’-5372"'5 15y1+15y2+11
L _ —3y1+2y2—14 - -
Now f*(y) = Teyityats with the above constraint
Table 1: Initial Table
cB[| B |C) —» -3 2 0|00 Ratio
Basic Variable | Solution(b) | y1 | y2 | S1|S2 | S3
0 0 sl 6 -1 1 110]0 -6
0 0 s2 6 2 3 0oj1]|o0 3
0 0 s3 1 *| -1 ]0]0]1 1 <+
z1 | -14 zj1 ol oJoJo]o
22 | 5 zj2 ol oJoJo]o
z | -28 cj-zj1 -3 2 00O
dj-zj2 o5/o05[ 000
Aj —» (gl [iF { /oliND EO
A
Table 2: nondominated solution of f%(y)
cB dB — CJ|-3 |2 0 |0 |O Ratio
l — DJlo5]0o5 [0 [0 o bj/aj
Basic Variable | Solution (b) | y1 | y2 S1 |82 |s3
0 0 sl 7 0 0 110 1 undefined
0 0 s2 4 0 5 0”1 -2 1.8
-3 0.5 yl 1 1] 1 [o]o] 1 -1
71 | -17 zj1 3] 3 Jolo] -3
22 | 55 zj2 05| -05 | 0] 0] 05
z | -3.091 cj-zj1 0 -1 0|0 3
dj-zj2 0 1 |o]o]-05
Aj —> 0|15/ 00 8
|e 3’1 = 1 '=>X1 = 5 and yz = 0 '=>x2 = 0
U —Yy1+4y2— : :
Also f7(y) = —1 SyitL5ys+ 11 with same constraint
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Table 3: Initial Table

cB dB E—

CJ

-1 4 0 | 0] O | Ratio
l l 5 DI| 15 | 15 |0 0] 0| b
Basic Variable | Solution(b) yl Y2 S1|S2| s3
0 0 sl 6 -2 2 110 -1 -3
0 0 s2 6 1 4 0|1 ] 1 6
0 0 s3 1 1* -1 0 0 1 1
z1 | -45 zj1 0 0 0oj]0] O
22 11 zj2 0 0 0oj]0] O
z | -0.409 cj-zj1 -1 4 0|0 0
dj-zj2 15 15 0oj]0] O
Aj —» -425 | 5075 | 0 | O | O
S -
Table 4: Nondominate solution of fU(y)
B | dB — Cl|-1 |4 0 |0 |O
I l — DJ|15(15 |0 010
Basic Variable | Solution(b) | y1 | y2 S1|8S2|s3 Ratio
0 0 sl 8 0 |0 1 ]0 |1
0 0 s2 -8 0 |5 0 |1 |-2
-1 15 yl 1 1 -1 0 |0 il
z1 -5.5 zjl -1 |1 0 |0 |1
72 125 zj2 15/-15]0 [0 [15
z -0.44 cj-zj1 0 3 0 |0 |1
dj-zj2 0 |3 0 |0 |-15
Aj —> 0 |465/0 [0 [4.25

again y; = 1==>x; = 5and y, = 0==> x, = 0 with objective value f = (—3.09,—0.44)

Example 2. Maximize z =

Subject to

[1,2]x1+[2,3.5]x2+[3,4-]x3+[1,3]x4

3%y +2x, +x3 +4x, <8

5x; + 3x, + 2x3 + 5x, <15

le_xZ+4‘X3+6x4 SZ

OSX1S3,

1<x, <2,

By equation (4) the example will be of the form

Max z =

[x1+2x54+3x34+x4,2x1+3.5x,+4x3+3x4]

[.5x2+.25x3+2.5x4+1,x2 +2x3 +4X4+3]

Then by (7) it will be Max z =

Now suppose that x; = y; where 0<y; <3

[.5,1]XZ +[.25,2]X3+[2.5,4]X4_+[1,3]

Xp+2x3+4x4+3

X3 =y3+2where 0<y; <2

[x1+2x2 +3x3+x4 ZX1+3.5.X2+4-X3+3X4,]

’ Bx,+.25x3+2.5x,+1

with the above constraints.

with the same constraints.

, X =y, +1 where 05y, <1,
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and x, = y, where 0 <1y, <1, then the problem is changed to the form

| =trron.rronl

y1+2y2+3y3+y4+8 2y1+3 5y2+4-y3 +3y4+11 5
y2+2y3 +4y4+8 ! 5y2+ 25y3 +4y4_+2

Max z [

Subject to 3y; + 2y, +ys + 4y, <4
5y, + 3y, + 2y3; + 5y, <8
2y; —y2 +4ys + 6y, <=5
0<y; <3, o<y, <1, 0<y; <2 , 0<y, <1

with the above constraints

(y) — Y1+2Yy,+3y3+y,+8

Now we solve f*~
Y2 +2y3 +4y4+8

Table 1: Initial table

CB | DB |[C] —» 112 ] 3 1 0 0 0
i l D=7z 0112 4 0 0 0
Basic Variable | solution |yl |y2 |y3 | y4 | S1 | S2 s3 | Ratio
0 0 sl 4 3 112 [ 4 1 0 0 4
0 0 s2 8 51325 0 1 0 4
0 0 s3 -5 2 1-1]14%| 6 0 0 1 -1.25 | <«
z1 8 zjl 0]0]0] O 0 0 0
22 8 zj2 0]0]0]| O 0 0 0
z 1 cj-zj1 11213 1 0 0 0
dj-zj2 0112 ] 4 0 0 0
A—> 8188 [-24] 0 0 0
A
Table 2:
CB | DB |Cl—» 1 2 3| 1 0 0 0
l l D —» 0 1 |24 0o 0
Basic Variable | solution | y1 y2 y3 | vy4 S1 | S2 s3 Ratio
0 0 sl 5.25 25 [ 225 | 0 | 25 1 0 -0.25 | 2.33333 4—
0 0 s2 10.5 4 3.5 0 2 0 1 -0.5 3
3 2 x3 -1.25 05 ]1-025 1] 15 0 0 0.25 5
z1 | 4.25 zj1 15| -075 | 3 | 45 0 0 0.75
z2 | 55 zj2 1 -05 | 2 3 0 0 0.5
z | 077 cj-zjl 05|27 |0 |-35| 0 0 -0.75
dj-zj2 -1 15 0 1 0 0 -0.5
A —» 15 | 875 0| -24 0 0 -2
?
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Table 3: Nondominate solution of f(y)

CB DB |[C)] ——» 1 2 3 1 0 0 0
l l D) —» 0 1| 2 4 0 0 0

B Variable | solution yl y2 y3 v4 S1 S2 s3 Ratio
2 1 y2 2.333 1111 1 0 1.111 0.444 0 -0.111 2.33333
0 0 s2 7 0.5 0 -3.5 -1.5 -3.5 -2.5 -4 Undef.
3 2 y3 -0.667 0.778 0 1 1.778 0.111 0 0.222 Undef.
z1 | 10.67 zjl 2.333 0 3 5.333 0.333 0 0.667
z2 9 zj2 1.556 0 2 1.778 0.111 0 0.222
z 1.185 cj-zjl -1.333 2 0 -4.333 -0.333 0 -0.667

dj-zj2 -1.56 1 0 444 -0.222 0 -0.444
A—> - 72 6.75 0 -26 -.89 0 -1.78

Itmeans x; =0, x, =23334+1=3.333,x3=—667+2=1333 and x, =0

Also, we solve fU(y) =

2y1+3.5y,+4y3+3y,+11.5

—-YV1 +.5y2 +y3 +4-y4 +3.5

Table 1: Initial table

with the same constraints

cB| DB [CJ——» 2 135] 4 3 0 0 0
l l DI———» 0 [05]o25] 25 [ 0 [ 0o [ 0
Bivariable |solution| y1 | y2 | y3 | y4 | S1 | S2 s3 ratio
0 0 sl 4 3 211 4 1 0 0 4
0 0 s2 8 5 [3]2 5 0 1 0 4
0 0 s3 -5 2 | 1[4 6 0 0 1 -1 <
z1 | 115 zj1 O[O0 O 0 0 0 0
z2 2 2j2 O[O0 O 0 0 0 0
z | 575 cj-zj1 2 [35] 4 3 0 0 0
dj-zj2 0 [05]0.25| 25 0 0 0
A —>» 4 [13(513] -23 | 0 0 0
A
Table 2:
CB| DB |[C)—» 2 |35] 4 3 0 0 0
l Dj——» 0.5]0.25| 25 0 0 0
B. [solution| y1 |y2 |y3| y4 | S1 | S2 s3 ratio
Variable
0 0 yl 525 | 25 |23* 0 | 25 1 0 -0 2.3 <«
0 s2 10.5 4 35| 0 2 0 1 -1 3
4 10.25 s3 -125 | 05 | 0| 1|15 0 0 0.3 5
z1 | 65 zj1 2 1] 4 6 0 0 1
z2 | 1.69 zj2 01| -0 {025/ 04 | O 0 0.1
z [385] cjzj1 0 [45[ 0] 3] 0 0 | -1
dj-zj2 -0 |os|lo0o]21] 0 0| -0
A—> 08 |39(0|-19| 0 0 -1
A
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CB|DB |[C]—* 2 |35/ 4| 3 0 0 0
l DI —> 0 |0.5{0.25| 2.5 0 0 0
B. Variable |solution| y1 |y2|y3 | y4 | S1 | S2 s3 | ratio
35| 05 X2 2333 |11|1| 0| 11 | 04 0 -0 | 23
0 0 s2 2333 |01|{0| 0| -2 -2 1 -0 | #HH#
4 10.25 X3 -0.667 |08|0| 1 | 1.8 | 0.1 0 0.2 | ###
z1 | 55 zj1 31|10 4|71 (04 0 0.9
22 | 3 zj2 0.2|0]0.25/ 0.4 0 0 0.1
z |1.83 cj-zjl -1 135/ 0| 4 -0 0 -1
dj-zj2 -0 105/ 0] 21| -0 0 -0
A —>» 1127/ 0| -20 | -1 0 -1

Again x; =0, x, = 3.333,x5 = 1.333 and x, = 0 With Max z= [1.185,1.83]

Note: We solved several examples by this procedure such as:

Example 3:Minimize z = =
5211 +[1,2]x2 +[4,6]

Subject to

"Optimal solution is x; = 30,x, = 0" and the objective function value f =

[3,5]x1+[1,4]x2+[7,11]

x1 +3x, <30,

—x; + 2x, <5 where 20 <x; <35,x, >0

Conclusion

97 161
[ 7]

In this paper, at first we combined the interval valued fractional linear function with fractional

linear function with bounded variable and then we introduce two possible type of equations

(4) and (5) and then we converted the bounded variable to another non negative variable and

we convert equation (4) to the form of (5),at last we solve it as two separable equations , also

we solved each problem with Matlab (R2011a) and solver function in MS-Excel and the

results obtained are same.
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