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Abstract 
Skin cancer is an abnormality in skin cells caused by mutations in cells 

Deoxyribonucleic Acid (DNA). Most deaths from skin cancer are caused by the 

malignant type. Therefore, one of the last types of cancer is considered a treatment 

that can detect the disease early by biopsy examining, so the best solution for 

improving the diagnosis of skin cancer is early detection. Computer-Aided 

Diagnosis (CAD) is one of the widely used imaging techniques for detection and 

classification of skin cancer. The automatic detection and classification of image is 

considered very important for tumors skin and very challenging task for medical 

images. This thesis presents a proposed system for classification of skin cancer after 

its detection with the help of deep learning mechanisms and machine learning 

algorithms, where several steps are used in the form of stages, which are include, the 

image acquisition stage, image pre-processing, and the classification stage. The used 

dataset is obtained from the ISIC (International Skin Image Collaboration) Archive, 

it contains 3297 images. There are 1497 image cases of malignant skin caser type, 

and 1800 images cases for benign. In preprocessing stage, hair removal algorithm is 

using. The First proposed model depends on Convolutional Neural Networks (CNN) 

classifier. The second proposed model uses Naïve Bayes (NB) classifier. While the 

third proposed model relays on Support Vector Machine (SVM) classifier. And each 

model with applying preprocessing algorithm and without applying. The results 

show that the first proposed model using (CNN) without preprocessing had average 

accuracy 85.00%, while with preprocessing had accuracy 69.99%. The second 

proposed model using (NB) without preprocessing had average accuracy 70.15%, 

while with preprocessing had accuracy 69.69%. The third proposed model using 

(SVM) without preprocessing had Achieve accuracy 76.81%, while with 

preprocessing had accuracy 77.12 %.
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                                       Chapter One 
General Introduction 

1.1 Introduction 
          The skin is a vital organ that covers the entire outside of the body, forming a 

protective barrier against pathogens and injuries from the environment. But 

because it is located on the outer part, the skin is prone to disease. One of these 

diseases is known as skin cancer. Skin cancer is an abnormality in skin cells 

caused by mutations in cells Deoxyribonucleic Acid (DNA). One of the most 

dangerous types of skin cancer is melanoma cancer. It is a skin malignancy 

derived from melanocyte cells; the skin pigment cells that produces melanin. 

Because these cells are still able to form melanin, melanoma is mostly brown or 

black colored [1]. 

 

               
       

      Figure (1.1): (left) Unaffected skin, (right) Affected skin [1]. 
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   More than 5,400 people worldwide die every month from malignant skin 

cancer, and estimates and statistics indicate that the number of new cases of 

melanoma cancer diagnosed in 2020 will increase by about 2%. The number of 

skin cancer deaths is expected to decrease by 5.3%. in 2020. Of these, 60,190 

cases will be men and 40,160 cases will be women. In the past decade (2010-

2020), the number of new diagnostic melanoma cases diagnosed annually 

increased by 47 % [2]. Skin cancer affects the men and the women at different 

ages, as shown in the figure. 

  
Figure (1.2): Skin Cancer Incidence and Death [2]. 

 

1.2  Skin Cancer Diagnoses 

  1.2.1 Traditionally Diagnoses 

    It is difficult to distinguish between types of skin cancer (melanoma and 

benign moles) at the beginning of its appearance is, even for experienced doctors 

[3]. The use of traditional methods to diagnose the disease by physical 

examination and biopsy. The biopsy is removed part or all of this spot and sent 

to the laboratory and the results may take a week to come through. This physical 

diagnosis is expensive, time-consuming, and may produce the wrong result for 

some reason. Therefore, sophisticated equipment and algorithms are required to 
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assist decision makers. Various methods in dermatology such as “ABCD” 

(Asymmetry, Border irregularity, Color patterns, and Diameter) rule and the 

seven - points checklist [4]. 

 

1.2.2 Computer-Aided Diagnosis (CAD) 

    The concept of using computer vision to solve the task of identifying skin 

cancers arose recently. Automated pigmented lesion analysis has become an 

important research topic trying to improve or develop the diagnosis of computer-

assisted skin cancer [5]. Medical image processing is an area of proven 

expansion and an interdisciplinary field of research and interest and various 

fields, computer science, engineering, applied mathematics, statistics, physics, 

medicine, and biology. Computer-assisted diagnostic treatment has occupied a 

remarkable space in the clinical routine and with the recent advances in high 

technology and the introduction of different methods and techniques leads to 

more challenge in the mechanism of dealing with the huge number of images. It 

provides a high-quality information that helps in diagnosing the disease [6]. The 

introduction of artificial intelligence methods as a method that helps doctors in 

diagnosing has become an increasing trend in dermatology. These methods 

generally utilize some procedure of machine learning (ML), which is a branch 

of Artificial Intelligence (AI) including approaches that enable machines to 

make the predictions based on their prior information and experiences [7].   
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1.3   Overview of Deep Learning Techniques  
     Machine and deep learning methods performance an important role to train 

computer systems as a professional prediction and decision making could be 

used. Machine learning is the field of study that give the computers the ability to 

learn without the need for complicated programs. Deep learning is one of the 

ways that gives the ability to understand the world, by arranging ideas and 

bringing intelligence to the computer, as extracting patterns and processing them 

becomes easy and it is one of the branches of machine learning [8].     

Automatic learning techniques that applied to images directly are not well 

efficient because they neglect or ignore the structure and composition of the 

image. Therefore, a deep learning solution is the place of automatic learning in 

many of the image processing tasks because it has the advantage of extracting 

features, which is part of the learning process [9].   
    The request of computers to identify several features that can distinguish 

between the required data is under the idea of the basis of the work of many deep 

learning methods as it lies in the transfer of the image between different layers 

to give the result of a specific disease. These models or methods are used in 

processing big data to reach a size Interest required. The convolutional neural 

network is considered one of the most important models of deep learning in the 

field of image classification, that outperforms many automated machine learning 

algorithms [10].      
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1.4 Related Works 
      In this section the study reviews some of various styles and techniques that 

can used for detection skin cancer are presented: 

 Park, D. C. 2016 [11] proposed a model to explain how the naive 

Bayes Classifier could classify image of skin cancer and can be formed as 

the maximum posteriori of decision-making rule. The researcher relied on 

taking the advantage of concepts of the Naive Bayes probability classifier, 

in order to reduce the training time for the algorithm. The number of images 

in the dataset 800 images divided into four class and each class contains 

200 images. The proposed classifier reached accuracy 77.2 %. 

 Shoieb, D. et al 2016 [12] Presented model for diagnosing the skin 

cancer by applying deep learning approaches. Enhanced segmentation is a 

stage the model applies to identify malignant skin cancer while the 

researcher used a network (CNN) to extract features from the images. The 

model was built on a multi-layered linear with SVM that was trained by 

features extracted from a(CNN) network. Despite the experimental results 

obtained by the system with accuracy 94%, but dataset that obtained from 

normal camera it faced additional effort in the pre-processing stages. 

Whereas, the total dataset 337 image 80% for training and 20% for testing. 

 Nasr-Esfahan. et al 2016 [13], Applied a two-layer CNN was trained 

for the distinction of melanoma against benign nevi) built on clinical 

pictures. Only (136) images from dataset were used to train the model and 

the test dataset contained 34 images. The images were all from the public 

image archive of the “Department of Dermatology”. The proposed method 

after preprocessing stage and tested model achieve accuracy of 81%, 
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sensitivity of 81%, and a specificity of 80%. The tested images were very 

limited. However, the result can be improved when increased it. 
 Mustafa, S. et al 2017 [14] Suggested a system which can make 

distinction between the skin lesions using machine learning techniques such 

as SVM model and with use ABCD rule where he used color space by 

experimenting with luminance to increase the visualization for Grab Cut 

segmentation of image, dataset that used 200 images 100 as benign and 100 

as malignant .The algorithm  can discover the optimum line to separate the 

two classes with accuracy 80% but with low sensitivity 71% and specificity 

55%. The proposed method faces a problem with small dataset for training 

algorithm. 

 Codella, N. C. et al 2017 [15] Designed a system based on machine  

and deep learning techniques to detect and classify skin lesions (benign and 

malignant) using dataset released by the International Skin Imaging 

Collaboration (ISIC) for the 2016 International Symposium on Biomedical 

Imaging (ISBI 2016), where dataset was splatted into 900 for training and 

379 for testing, and the researcher relied on multiple models of deep 

learning deep fully convolutional-Net architecture residual networks, 

convolutional neural networks, segmentation using to extracting features 

with the help of machine learning algorithms. Proposed model achieved 

classification accuracy76%. 

 Lopez, A. et al 2017 [16] Focus on the classification of skin cancer 

(benign or malignant), how to detect it early, and introduce deep learning 

methods to solve these problems. The researcher used the convolutional 

neural network model with VGG structure where that transfer learning 

model was used. The proposed method was tested on the “International 
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Symposium- on Biomedical Imaging” (ISBI) 2016 data set (346 for training 

and 150 for testing). The model obtained a 78.66% classification rate. 

 Md Ashraful 2018 [17] Selected four approaches of the convolutional 

neural network such as SENet154, PNASNet-5-Large, InceptionResNetV2, 

InceptionV4to test the model in the classification of skin cancer images 

obtained from the (ISIC) 2018 Challenge data set. It contains more than 

10015 pictures, after the pre-processing stage and testing the models, the 

results showed an accurate classification to PNASNet-5-Large with 76%, 

But it faced the problem of unbalanced data with a big change in all images 

make it difficult to generalize these features of skin lesions. 

 Mohan, K. et al. 2019 [18] Classification of skin cancer was discussed 

using naive Bayes classifier with shearlet transformation factors with three 

coefficients. Treated melanoma images for rank feature then applied naive 

bayes for classification. The results showed that the system achieved 

accuracy of 90% at levels 3 through 100. By using the PH2 dataset contains 

100 dermoscopic RGB images with melanocytic lesions with resolution 

is768x560 pixels. The researcher also explained that when applied shear let 

transformation on images and with other coefficients increases the 

complexity of the calculations and the required more time. 

 Sanket .K. Chandra J 2019 [19] The researcher suggested a model to 

classify skin cancer in three ways, including SVM, KNN, Ensemble, used 

in preprocessing stage a hybrid method that are starts with Wiener filter to 

remove noise the unwanted regions and then applied median filter to 

remove hair and after that used watershed algorithm with morphological 

operation for segmentation to extract features from the images. The 

researcher relied on two types of data PH2 contains of 200 images used for 
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training and testing phase and ISIC dataset contains more than 30000 

images of several types of cancer. SVM model has better performance with 

accuracy 92% when compared to other methods like KNN, Ensemble 

algorithms. But he did not mention the time of the algorithm in training 

 Refianti R. et al 2019 [20] Design a skin cancer image classification 

system to examine endoscopy. Convolutional neural network (CNN) with 

LeNet-5 geometry was used as a proposed method for the system in the 

classification of image data, as the number of testing data reached to 44 

images. A classification accuracy of 93% for training and 100% for testing, 

which is a percentage that the model might expect in overfitting. Because 

of the small number of datasets, which consists only 176 images in the 100 

epochs. 

 Albahar, M. A. 2019 [21] Relied in proposed model on a technique that 

depends on the engineering of the convolutional network. The network is 

consisting of two convolution layers followed by one of max pooling layer 

with dropout layer to treat the overfitting, then the fully connection layer as 

it contains 128 neurons. The idea in this model is to include a regulator on 

each convolution layer to control the values of weights, which is a matrix 

of filter applied to each input, the model  training 5600 images, but the 

proposed system faced problem of choosing an appropriate λ value that is 

difficult, because it is a continuous value and several attempts to select it 

are costly and takes time.  
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1.5 Problem Statement 
     Skin cancer is a disease that requires early detection to determine it, whether 

it is benign or malignant. Using neural networks has shown outstanding results, 

with high flexibility in different environmental conditions, but its limitations in 

image classification processes have led us to use deep learning and machine 

methods to solve this problem as it has achieved impressive results in the field 

of medical image classification because early detection leads to rapid treatment. 
1.6 Aim of the Thesis 

   The main aim of this thesis is to design a system to detect and classify skin 

cancer with different models, with applied proposed systems, the doctor can train 

the system on some known data and then apply this method to classify skin 

cancer. These models are:   

1- Design and implement such a powerful structure by using Convolutional Neural 

Network (CNN) structure as the first classification approach.  

2- The second model is Naïve Bayes (NB) that used for classification skin cancer 

for benign or malignant. 

3- Support Vector Machine (SVM) is the third approach for classification approach 

Skin cancer of benign or malignant. 

The objective of utilizing more meaningful information to improve skin cancer 

detection and help doctors and physicians in the clinical diagnosis with accurate 

detection of disease and giving reliability in decision-making and rapid detection 

of skin cancer. 
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1.7 The Organization of the Study 
      This thesis consists four chapters in addition to chapter one that was alredy 

discussed here and it is organized as follows: 

      Chapter Two describes the pattern classification system, design medical 

images analysis system, the concept of skin cancer with its types and overview 

of the method used to analysis and categorize skin images with their 

characteristic. 
     Chapter Three presents the details of the proposed detection and 

classification algorithms that are used to design the proposed system and the 

implementation of each one. 
      Chapter Four gives the experimental results obtained from the 

implementation of proposed system. 
      Chapter Five   discusses   results, conclusions and lists a number of 

suggestions for future studies. 

 

 

 

 

 

 

 


